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ABSTRACT

This report describes a design to operate the standard Intemet communications protocols

(IP) over the VHF aviation Data Link Mode 2 (VDL-2) subnetwork. The VDL-2/IP system

specified in this report can operate transparently with the current aviation users of

VDL-2 (ACARS and ATN) and proposed users (FIS-B). The VDL-2/IP system provides

a straightforward mechanism to utilize inexpensive, "commercSal off-the-shelf" (COTS)

communications packages developed for the Internet as part of the aviation datalink system.

Section 2of this report.gives background information about :tviation datalink applications

using the aviation VHF .frequencies. Section 3 describes the VDL_-2 system in greater

depth. Section 4 describes the "ACARS Over-AVLC" (AOA) system developed by ARINC

to allow "legacy" ACARSapplications to operate over VDL-2. AOA provides the basic

communications protocol mechanism for VDL-2/IP. Section 5-describes the proposed

FIS-B system, and how it can inter-operate with AOA (and VDL-2/IP). Section 6 covers

the Intemet "Address Resolution Protocol" (ARP) that is used (with minor modifications)

to support the VDL-2/IP interface. Section 8describes the Iuternet Mobile Routing protocols

to be used at the network level (VDL-2/IP as described in section 7 is a link-layer protocol)

in order to provide fully-mobile IP routing support. And finally, section 9 summarizes the

VDL-2/IP design and the open issues remaining in its specification.
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1. Introduction

The meteoric growth of the Internet has caused implementations of the Internet

communications protocols to become both ubiquitous and inexpensive. The TCP/IP

(Internet) protocol suite is now a standard part of the system software/firmware on PCs,

workstations, and embedded controllers. A single-chip hardware implementation of the

protocol stack is commercially available (see Reference 1). The standards for TCP/IP are

freely available from the Interact Engineering Task Force (IETF) web site and in many books

(Reference 2 for example). The TCP/IP protocols are, by far, the most used and tested "open

systems" communications methods in use today.

In parallel with the growth of the Internet, the increase in aviation applications of

datalink has created a need for more capable, higher speed, air/ground networks. 0'qote: in

this paper, the term "datalink" generally refers to air-ground communications systems,

including HF, VHF, UHF, SATCOM, and Mode S.) The proliferation of aviation datalinks ..

has been accompanied by the creation of multiple datalink communications protocols, each

tailored to its specific link medium and/or application. It would seem compelling that the

Interact protocols can provide an effective solution to the communications protocol needs of

many aviation datalink applications. (The selection criteria for aviation, datalink protocols

are discussed in Reference 3). In addition,-the Internet-today provides a ubiquitous, .......................................

worldwide ground infrastructure that supports a wide variety of applications. Utilizing the

Internet internetworking protocols as the basis for-aviation datalil_k applications would

appear to enable inexpensive and simple ground infrastructures for aviation datalinks, as

opposed to using aviation-specific datalink architectures running over aviation-specific
communications networks.

One of the new air/ground datalinks coming into use is the VHF Data Link Mode 2

(VDL-2). VDL-2 provides a high-speed, bit-oriented link between aircraft and ground

stations, replacing the much slower "Airline Communications and Reporting System"

(ACARS) datalink in use today. Designed as a subnetwork for the ICAO Aeronautical

Telecommunications Network (ATN), VDL-2 supports a connection,mode,, addressable
datalink with an ISO 8208 network interface. The ATN is based on a tailored and modified

set of ISO protocols, not compatible with the Interact.

However, the VDL-2 specification also provides a means for-aircraft systems to

transition from ACARS applications to the new ATN applications. Utilizing.a lower-level

VDL-2 interface (separate from the ISO 8208 ATN interface) and an extension to the VDL-2

transitional mechanism, this paper will define a datalink system that allows the VDI..-2

equipment (both avionics and ground stations) to serve as an Interact subnetwork capable of

inter-operating with the ATN'or standing alone. Requiring no new hardware, and very little

added software, the new system (termed "VDL-2/IP") will allow users of VDL-2 equipment

to attach their applications to standard Internet infrastructures.

Section 2 of this paper gives background information about existing and proposed

datalink applications to be operated on the aviation VHF frequencies. These applications



includethe "Airline Communicationsand ReportingSystem"(ACARS), "VHF DataLink"
(VDL), and "Flight Information Servicesvia Broadcast"(FIS-B). Section3 of this paper
goesinto greaterdepthdescribingtheVDL-2 system. Section4 of this paperdescribesthe
transitional system"ACARS Over AVLC" (AOA) that provides a meansfor "legacy"
applications (suchas ACARS) to utilize the VDL-2 network. The AOA-technique that

allows alternate application protocols to coexist on the VDL-2 network forms the basis of the

new VDL-2/IP design. (It should be noted that an alternate system design supporting

ACARS applications over VDL-2 via the complete ATN protocol stack has also been

developed. Both approaches may end up being supported over VDL-2.) Section 5 of this

paper describes how the FIS-B applications operate over VDL-2. Section 6 of this paper

describes the Internet "Address Resolution Protocol" (ARP) that will be used (with minor

modifications) to support the VDL-2/IP interface. Section 7 of this paper gives the details of

the proposed VDL-2/IP design, drawn from the functions described in previous sections.

Section 8 of this paper describes the Mobile Routing protocols to be used at the network

layer (VDL-2/IP as defined in section 7 is a link-layer protocol) in order to provide fully-

mobile-IP routing support. Finally, section 9 of this paper summarizes the factors remaining

to be specified for the VDL-2/IP design.
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2. Background

This section will give brief overviews of the current state of aviation datalink systems

utilizing the aviation VHF frequencies. It will cover both those systems that are presently

operational and those undergoing 'specification and development. The operational system is

the "Airline Communications and Reporting System" (ACARS). ACARS (see References 4-

6) is supported by "Aeronautical Radio Incorporated" (ARINC) and "State-of-the-art

Information Technologies in Aviation" (SITA) to supply Air Traffic Services (ATS), Airline

Administrative Control (AAC), Airline Operational Control (AOC), and Airline Passenger

Communications (APC) datalink world-wide. "VHF Data Link" (VDL) is a new system

under development and specification intended to replace ACARS with a far faster and more

capable datalink. VDL is specified to form one subnetwork of the Aeronautical

Telecommunications Network (ATN). Several variations on VDL exist - this paper will deal

exclusively with VDL Mode 2. VDL-2 is the immediate successor to ACARS with the least

detrimental impact on the current applications of the aviation VHF frequencies. VDL-2 has

the support of the airlines and avionics manufacturers. VDL-2 ground stations are scheduled

to be deployed in the U.S. and Europe by 2001. Radio equipment capable of-VDL-2

operation is also planned for introduction in2001. One application of a subset of.the VDL-2

functionality under current specification and development is the "Flight Information Service

via Broadcast" (FIS-B) (see Reference 7). FIS-B systems will utilize the VDL'-2 datalink for-

uplink broadcast transmission of weather data (and other non-critical ground-derived

information) to aircraft.

2.1 ACARS

ACARS is a character-oriented VHF datalink system presently in use by airlines

worldwide for a variety of ATS, AAC, AOC, andAPC datalink applications. Developed and

maintained by ARINC in the U.S. and by SITA in Europe, ACARS uses basic "Amplitude

Modulated - Minimum Shift Keying" (AM-MSK) and a non-adaptive "Carrier-Sense

Multiple Access" (CSMA) media control protocol over the RF Iink to achieve a raw

throughput of 2,400 bits per second. ACARS provides an effective range (limited by line-of-

sight) of around -160 nautical miles while utilizing 25 watts of transmitter power (airborne)or

50 watts (ground). ACARS uses a centralized topology where all aircraft downlinks received

by ACARS ground stations anywhere in the network are relayed to a central processor

(located at ARINC in Annapolis, MD, and SITA processors in France and Singapore). The

central processor eliminates any duplicate downlinks received and relays its uplink response

to the ground station having the best signal quality with the given aircraft. Further details of

ACARS may be found in References 4-6.

As stated above, ACARS is a character-oriented datalink. In order to support modem

bit-oriented applications over ACARS, ARINC has developed a special protocol called "622"

(see Reference 8) that causes each 4-bit block of the user's binary data to be converted into a

hexadecimal ACARS character.. The ARINC 622 protocol also appends a 16-bit "cyclic

redundancy check" (CRC) to each data block for purposes of error detection. The ARINC

3



622 protocol resultsin an inherentdoublingof themessagesize(4 bits of binary datainto
one 8-bit ACARScharacter),but theaddedefficiencyof binarymessageencodingcanstill
result in an overall increasein datalinkbandwidthefficiency. The ARINC 622 protocol
provides a transition mechanismfrom existing ACARS systemsto more modernbinary
aviationVHF datalinks,suchas VDL.

2.2 VDL

VHF Datalink (VDL) is a replacement system for ACARS. VDL Mode 2 (VDL-2)

provides high-speed, bit-oriented datalink functions over the same aviation VHF frequency

spectrum now supporting ACARS. VDL-2 utilizes differential 8-phase shift keying (D8PSK)

and a "p-persistent Carrier-Sense Multiple Access" (p-CSMA) protocol over the RF link to

achieve a raw data rate of 31,500 bits per second (3 bits/symbol, and 10,500

symbols/second). The bit error rate (BER) of the VDL-2 RF link is specified at

approximately 10 "4 assuming a signal level at the receiver of-87 dBm. (The VDL-2 BER

increases to approximately 10 .3 for a signal level at the receiver of-98 dBm.) Reed-Solomon

"Forward Error Correction" (FEC) is applied to the decoded RF data (RS(255,249) 2^8

coding is specified for-VDL) to correct up to three erroneous bytes in any 255-byte data

block. Figure 2-1 below illustrates the impact of the FEC algorithm on the VDL-2 BER at the

"Media Access Control" (MAC) interface (assuming that-RF bit errors are unifon'nly

distributed in the message). Beyond the FEC, a 16-bit link-layer Cyclic Redundancy Check

(CRC) is used to give the VDL-2 link an overall undetected bit error rate (BER) approaching

10 "9. VDL-2 can achieve a range (limited by line-of-sight) of over 160 nautical miles using a

15 Watt transmitter. (When an aircraft is on the ground, its transmitter power is limited to

4 watts, and its effective range is reduced to about 100 nautical miles.) VDL-2 defines a

distributed topology with mechanisms for link establishment and handoff to set up and

manage air-ground connections.

4
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Figure 2-1 Impact of Reed Solomon FEC on VDL-2 BER

A second VDL mode-(VDL-3) is also under current development. VDL-3 combines

the functions of digital datalink (similar in data bandwidth to VDL-2) with the capability of

providing concurrent digital voice radio communications. The requirements of digital Voice

add a great deal of complexity.to the VDL-3 design.. They also have a dramatic impact on
the.spectrum utilization of VDL-3, and they may cause difficulties in the fielding of VDL-3

during the transition from the current voice and datalink radios. This paper will deal entirely
with VDL-2, as this will be the first VDL mode fielded, and.it'provides all the capabilities

required for the weather information dissemination application that is the goal of this paper.

5



2.3 FIS-B

The "Flight Information Services via Broadcast" (FIS-B) system is currently being

developed in the U.S. and specified by the RTCA (see Reference 7). FIS-B is intended as an

inexpensive means to uplink ground-derived, near real-time weather data (both textual and

graphic) to aircraft - both GA and commercial. FIS-B will use a subset of the VDL-2

subnetwork specification. As its name suggests, FIS-B will utilize only the uplink broadcast

capability of the VDL-2 subnetwork. FIS-B avionics will require only a VDL receiver, and

no support for the VDL-2 "management entities" will be necessary. It is intended that FIS-B

applications will be able to inter-operate with full VDL-2 implementations (as would be

expected in commercial aircraft supporting the ATN) ................................................................................. _.- ........
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3. VHF Data Link Mode 2 (VDL-2)

This section describes in more detail the VHF Data Link Mode 2 system, over which

the Internet protocols will be applied. The VDL-2/IP design builds upon the existing VDL-2

subnetwork architecture supporting ATN and FIS-B applications. In general, only those

areas of the VDL-2 design that bear on the VDL-2/IP system will be elaborated here. The

complete specifications for VDL-2 can be found in the cited references.

3.1 VDL-2 Physical Layer

As was described in section 2.2 above, VDL-2 utilizes D8PSK modulation and

p-persistent CDMA for its media-access (MAC) processing. The net result is a 31,500

bits/second raw transmission rate on the RF channel. VDL-2 provides for fully-binary

messages (as opposed to the character-oriented ACARS), VDL-2 is based on a distributed

network topology with multiple routers selecting the best message path (unlike the

centralized ACARS topology). The VDL-2 system-utilizes a sophisticated method of link

establishment and handoff to control the selection of a ground station to communicate with a

given aircraft (while ACARS is a broadcast system).

The format of a VDL-2 transmission "burst" is shown in Figure 3-1 below. Each

transmission burst starts with a ramp-up of transmitter power (a string of zero-symbols),

followed by a synchronization string used to identify the start of.the data. The "reserved

Symbol" might be used in future versions of the system to identify alternate formats - it is set

to zero for now. The next value in the VDL-2 transmission is the length (in bits) of the

VDL-2 frame. The maximum VDL-2 burst length is 131,071 bits. The VDL-2 header block

is precededby. Forward Error Correction (FEC) Reed Solomon code check value that is used

to correct errors in the header. Following the header is the VDL-2 data, interleaved with

FEC for the data. The VDL-2 FEC algorithms (combined with the link-layer frame-check

described in section 3.2 below) will yield-an expected overall undetected BER of

approximately 10 .9 . (See Figure 2-I above for the impact of the FEC on the BER of VDL-2.)

The VDL-2 transmission burst concludes with a transmitter ramp-down.

The VDL-2 data is further broken down into "frames". (VDL-2frames are discussed

in Section 3.2 below.) A VDL-2 transmission burst may contain one or more frames. The

default maximum length for a VDL-2 frame is 8,312 bits. (Note: VDL-2 provides for

negotiation of parameters between the sender and receiver. (See Section 3.6 for a further

discussion of VDL-2 parameter negotiation.) The maximum frame size available in the

VDL-2 system is 16,504 bits.

7
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Synchronization
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Header.
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Link Layer Data
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_mm Data FEC

Figure 3-1 VDL-2 Transmission Burst Format.

3.2 VDL-2 Data Link Layer

The data link protocol used by the VDL-2 system is an extended version of the

standard High Level Data Link Control (HDLC) protocol defined in References.9-12. The

VDL-2 variant of the HDLC protocol is called "Aviation VHF Link Control" (AVLC).

AVEC extends HDLC by providing mechanisms for VDL link establishment and handoff.

Effectively, AVLC is able to maintain a consistent VDL-2 air-ground "connection" even

though the.aircraft moves from the coverage of a given VDL-2 ground station to another, and

8



may needto retune its radio frequencyfrom time to time. TheseAVLC extensionsare
implementedin softwarefunctionstermedthe "VDL ManagementEntity" (VME) and the
"Link Management Entity" (LME) that are hosted in the VDL-2 "Communications
ManagementUnit" (CMU). TheVME (definedin Reference13)decideswhento establisha
liltk andperformsthenecessaryhandoffs.The VME alsonotifies the othersoftwareentities
aboutthestatusof theVDL connection.TheLMEs (alsodefinedin Reference13)managea
givenair-groundconnection- therewill be anLME instantiationfor eachconnectionthat a
givenCMU is currentlymaintaining.TheLME performslink establishment(at thecommand
of theVME) andcontrolstheflow of VDL-2 framesbetweenthe aircraftandgroundstation.
TheLME alsoinforms theVME of changesin its link status.

Figure 3-2 below illustrates the structure of an AVLC Frame. Each frame is

delimited by "flag" bytes that provide for synchronization of the VDL-2 bit stream. Note that

the AVLC frame is of variable length - the ending flag byte marks the termination of a given

frame (and, possibly, the start of another frame). The flag bytes have a unique value (0x7E)

that cannot occur anywhere inside the AVLC frame (just as in HDLC). To prevent this, the

AVLC protocol (just as the HDLC protocol) performs a function termed "bit stuffing". If a

pattern of five consecutive 1-bits are encountered in the data, the AVLC protocol inserts an

extra zero bit during transmission. The AVLC protocol replaces these extra zero bits with one

bit during reception. Bit stuffing is transparent to the higher VDL-2 protocol levels.

AVLC Frame

Flag Address Link Control InformationField FCS

1 8 1 n 2, 1

Flag

Figure 3.2 A VLC Frame Structure.

The AVLC frame starts with 8 bytes of addressing. • (AVLC addressing will be

described further in the next section.) There is a single byte of link control (also described

further below). Next comes the variable-length data field of the frame. The AVLC frame

concludes with a 16-bit Frame Check Sequence (FCS) that provides a high level of link error

detection. (This AVLC FCS link error detection operateson top of the VDL-2 physical layer

, FEC error detection and correction algorithm.) An AVLC frame that fails its FCS test is

immediately discarded. (Note: the link control and FCS functions of AVLC are identical to

HDLC. Software=and/or hardware COTS implementations of the standard HDLC protocols

can be used with little or no change in AVLC applications.) ....



3.3 VDL-2 Addressing

An expanded illustration of the AVLC frame is given in Figure 3-3 below. Note that

the 8 total bytes of AVLC addressing are divided into a 4-byte destination address and a

4-byte source address. The structure of the addresses adheres to the ISO 3309 protocol

(Reference 9) for extensible HDLC addressing. Following ISO 3309, the low-order bit of

each address byte except the last one is cleared to zero. The low-order bit of the last address

byte is set to one. The overall structure of VDL-2 addresses is defined in Reference 18.
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Figure 3-3 A VLC Frame Structure (expanded).

The second bit of the AVLC destination address is reserved for the "air-ground"

indicator. The A/G bit is cleared to zero if the Source of the AVLC frame is an aircraft and

the aircraft is not currently located on the ground (as determined by a "squat switch" in the

aircraft's landing.gear). An aircraft lacking such a switch always reports "in the air". A

VDL-2 ground station sets the AJG bit to one (the same as would an aircraft that detects it is

currently "on the ground"). This bit is used in the VDL-2 management protocols.
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The second bit of the AVLC source address is reserved for the "command/response"
indicator. The C/R bit is cleared to zero to indicate an AVLC command frame - it is set to

one to indicate a response frame. This bit is used in the VDL-2 management protocols.

As a result o_"the use of ISO 3309 extensible-address protocol and the reservation of a

bit in each address for a special VDL-2 system indicator, an AVLC address has only 27

usable bits. These 27 bits are further subdivided into a 3-bit address type (in the high-order

bits) and a 24-bit station address, as shown in Table 3-i below. (See Reference 15 for the

ICAO assignment of 24-bit aircraft addresses.) Two sets of VDL-2 ground station addresses

are provided for in this design - one set for ICAO global administration, and a second set for

delegation to independent operators of VDL-2 networks (such as the FIS-B system in the

U.S. _pecified by Reference 7).

TABLE 3-1 VDL-2 Basic Addressing Encoding

Uppe.r 3 bits Address Type Comments

000 Reserved Future use

001 Aircraft- 24-bit ICAO address

0113- Reserved Future use

011 Reserved Future use

100 Ground station ICAO administered

I 01 Ground station- ICAO delegated
110 Reserved Future use

111 All stations Broadcast

AVLC broadcast addressing is.further encoded as indicated in Table 3-2 below. Note

that, in general, an AVLC 24-bit broadcast address has its 3-bit type fieId and all ones in the

remaining 21 bits. The one exception is a broadcast directed to all ground stations of a

particular ICAO-delegated service provider. In this case, a set of leading bits in the 21-bit

"specific address field" denote the provider, while the remainder of the bits are set to one.

TABLE 3-2 VDL-2 Broadcast Addressing Encoding

Broadcast Destination Type bits Specific Address Field

All aircraft

All ICAO ground stations

All ground stations of

a particular provider

All ground Stations

All stations (air & ground) -

001 All ones

100 All ones

101 Variable-length provider code,
remainder all ones

101 All ones

111 All ones

I1



3.4 VDL-2 Link Control

The structure of the AVLC link control field (derived from the HDLC protocol) is

illustrated in Figure 3-4 below. (See Reference I0 for a complete definition of the link

control field.) There are three types of AVLC frames. Information frames carry user data

that may consist of multiple packets. Supervisory frames are used to carry system control

data that also may span multiple frames. Unnumbered frames stand alone, and may carry

either user data or control information. (Note: the FIS-B application will utilize unnumbered

frames exclusively.) The 3-bit send and receive sequence numbers in the AVLC protocol

provide for a flow-control window of up to 7 frames in each direction. The "poll/final" bit is

cleared to zero when a response to the frame is not required. Setting the P/F bit to one

indicates that a response is required by the protocol ..........

Information

Supervisory

Unnumbered

.Bit Numbers

1 2 3 4 5
J

0 Send Sequence Number P/F

1 0 - Supervisory P/F
Function Bits
II I I

1 1 Unnumbered P/F
Functioh Bits

6 7 8

Receive Sequence Number
II II

Receive Sequence Number

I I

Unnumbeied Function Bits

Figure. 3-4 A VLC Link Control Field.

3.5 VDL-2 Equipment Architecture

Figure 3-5 below illustrates the typical architecture components of a VDL-2

installation. The-"VHF Data Radio" (VDR) component provides the system physical layer

functionality. A typical VDR in a commercial installation might support analog voice and

ACARS as well as VDL-2. The hardware and software requirements for the VDR

component are given in Reference 14.. The physical input/output interface of the VDR is

typically an ARINC 429 high-speed bus. The Williamsburg Version 3 binary file=transfer

protocol operates over the ARINC 429 link:layer. A collection of software functions called

the "VDL Management Entity" (VME) serves to interface the VDR with the "outside world"

applications. The VME component contains a "Link Management Entity" (LME) for each

current'VDL-2 connection. The VME also includes the protocols necessary to manage the

AVLC fr/_mes as described in sections 3_2-3.4 above. The ISO 8208 interface-(described

further in section .3.6 below) provides the ATN connection to network routers. The VME

functionality is implemented in a hardware/software component called the "Communications

Management Unit" (CMU). The CMU in a commercial installation might handle ACARS

12



and SATCOM messaging as well as VDL-2. The hardware and software requirements for
the CMU component are given in Reference 13.

?
[ wEr i

VDR LME(s)

AVLC Interface

ISO 8208 Interface
ATN

Router

ATN .

Applications

Figure 3-5 VDL-2 System Architecture.

3.6 ISO 8208 Interface

Each ATN subnetwork (including VDL-2) utilizes the ISO 8208 standard protocol

(also known as X.25) as the system interface to the upper layers of the communications

stack. As illustrated in Figure 3-6 below, the ISO 8208 packet format starts with a 4-bit

format identifier that indicates the format of the rest of the packet header. Following the

format identifier is a 4_bit group number and. an 8-bit logical channel number. Together,
these fields fo/'m a 12-bit identifierthat specifies the particular network connection. (Note:

ISO 8208 is a strictly connection-oriented protocol.) Next comes an 8-bit set of packet

specification fields whose format depends on the particular packet type. (Further detail is
unnecessary to the VDL-2/IP design here.) There are four types of ISO 8208 packets: (I)

CALL REQUEST, (2) CALL ACCEPT, (3) CL[;AR CONFIRMATION_ and (4) DATA. A

key point in the design of the VDL-2/IP interface is that the initial 4-bit format identifier field

of an ISO 8208 packet can never be all ones (1111 binary) or have 3 initial ones (11 lx

binary). (Reference 16 describes the ISO 8208 / X,25 packet formats in more detail.)
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Figure 3-6 ISO 8208 Packet Format.

The ISO 8208 standard defines two types of network "entities": "Data Terminating

Equipment" (DTE), and "Data Communications Equipment" (DCE). VDL-2 aircraft systems

are DTEs (since they are end-points of a message), while VDL-2 ground stations are DCEs

(since they act as r0uters to relay the message on tO its end application).

The ISO 8208 interface-in VDE-2 provides a number of-useful functions to the

communications system (see Reference 16 fordetails of the ISO 8208 protocols). One such

function is p_acket retransmJssion. This function is used to request the re-sending of-ISO

8208 packets that were.declared "invalid" at the receiver.-This function is" implemented in a

non-standard way in VDL-2 so that both the DTE and DCE can request retransmission. The

ISO 8208 interface provides a mechanism for the negotiation of system parameters

(including the default packet size and flow-control window size)for each DCE-DTE

connection. To spe,;d up the connection process, the ISO 8208 interface provides a

mechanism to "piggyback" Up to 128 bytes of user data on the CALL REQUEST and CALL

ACCEPT packets. The ISO 8208 interface also provides the "Called Address Line

Modification Notification" function. This allows a DCE to indicate that' it received a packet

with a called address different from the one expected. A DTEcan also use this facility when

more than one address applies to the same DTE/DCE connection.

3.7 VDL-2 CMU Functions

The "Communications Management Unit" (CMU) component of the VDL-2

architecture is the hardware which hosts the software entities labeled VME in Figure 3-5

above. The primary function ofthe CMU is to create and maintain the air/groundVDL-2

link connections. The CMU is able to tune the VDR to selected frequencies for each link and

to perform handoffs from one ground station to anothe_ as the aircraft moves about. Either

the VDL-2 aircraft or ground system can initiate a handoff. Handoffs can be caused by

changes in VDL-2 coverage (ex. loss of signal strength), or by policy (ex. selection of a

particular airport). VDL-2 handoffs are "make-before-break", with a typical handoff time of

20 seconds for the initiating LME and 60 seconds for the responding LME.

The VDL-2 architecture supports the airborne CMU functions by providing a default

VDL-2 frequency called the "Common Signaling Channel" (CSC) that is available.

throughout the VDL-2 system coverage.area. (The CSC is assigned to 136.975 MHz.) All

14



VDL-2 groundstationsbroadcasta specialmessagecalled the"Ground StationInformation
Frame"(GSIF) every90 secondson theCSC. TheGSIF containstheoperatingparameters
of the ground station, including its .opex;atingfrequencies,nearestairport, ATN network
addressessupported,timer values,etc. Aircraft listen to the GSIF broadcastsin order to
determinehow to makeaconnection to the VDL-2 groundstation. The GSIF providesa
ground-based,distributedsystemdatabasethatcanbeupdatecl(ex.to dealwi:h new,failed,
or movedVDL-2 ground-stations)withoutrequiringanyavionicschanges.

The CMU component also hosts the VDL-2 outside system interfaces. The
connectionto theATN is the8208interface(describedin section3.6above). Thesecondary
interfaceis at theAVLC level (describedin section3.2above). TheAVLC interfacewill be
usedto form theVDL-2/IP outsidesystemconnection.
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4: ACARS Over AVLC (AOA)

ARINC and the airlines face a transitional problem as they seek to convert the

ACARS network over into the faster and more-capable VDL-2. There will need to be some

significant period of time (perhaps 15-20 years) during which both ACARS and VDL-2

systems must coexist. Aircraft equipped with VDL-2 radios will need to have both ACARS

and VDL-2 functionality. VHF ground stations will need to continue the support of both

ACARS and VDL-2 data links. Besides the subnetwork compatibility issues, "legacy"

ACARS applications will need to have support over the VDL-2 subnetwork. In order to

address this problem, ARINC has developed a means to operate ACARS applications over

the VDL-2 subnetwork in a way that is totally transparent to the ATN applications that will

eventually be supported over VDL-2. The "ACARS Over AVLC" (AOA) protocol is fully

defined in reference 4. This section will describe the basic operation of the AOA protocol.

Note that the AOA protocol forms the basis of the VDL-2/IP system that is the end goal of

this paper (see section 7). A similar technique-to AOA is used to deal with the FIS-B system

(see section 5).

The basis of the AOA protocol is message "encapsulation" as illustrated in Figure 4-1

below._ Following down the right-hand "stack'" of the figure (assuming an airborne ATN

message is being sent to the ground), the ATN message is. first enclosed in a "Connectionless

Network Protocol"-(CLNP) datagram. (.The details of CLNP are not relevant to this

discus'sion.) The CLNP datagram is then enclosed in an ISO 8208 packet(as described in

section 3.6 above). The ISO 8208 packet is further enclosed in an AVLC frame (as described

in section 3.2 above). The process.of stripping the various "encapsulati0ns" is repeated in

reverse sequence on the ground until only the ATN message remains. The left-hand "stack"

in the figure illustrates an ACARS message following the same path as the ATN message.

The ACARS message is encapsulated in an AOA packet which is then further encapsulated

in an AVLC frame. The "trick" to the AOA protocol is how to differentiate AVLC frames

containing AOA packets from AVLC frames containing ISO 8208 (ATN) packets.

The way that the AOA protocol differentiates the contents of AVLC frames is

illustrated in Figure 4-2 below: Following ISO 9577 (reference 17), the first +byte of the

AVLC frame information field is defined to be the "Initial Protocol Identifier" (IPI) that

defines the protocol of the data that follows. ISO 9577 defines IPI encodings for ISO 8208,

as well as other ISO protocols. An IPI of all ones (0xff) is defined by ISO 9577 for

extensions to the protocol set. Note that this value of IPI cannot be confused with the start of

an ISO 8208 packet, since 1111 binary is not a valid ISO 8208 "General Protocol Identifier"

(see section 3.6 above). Following the all-ones IPI, ISO 9577 specifies a second byte for the

"Extended Protocol Identifier" (EPI). The AOA protocol assumes an all-ones EPI toidentify

an AOA packet (i.e. encapsulated ACARS message) within the AVLC frame. Hence, the

AOA protocol entails a 2-byte additional overhead (the IPI and EP[ bytes) to provide

transparent interoperability of ATN and ACARS over the AVLC interface of VDL-2. A

simple "Data Link Processor" (DLP) at the VDL-2 AVLC interface serves to direet.ACARS --+

containing frames to their proper end-system. AVLC frames containing ISO 8208 datagrams

are allowed to go on to their specific interface unchanged.
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Figure 4-2 AOA Extended A VLC Frame Structure.

Note .that the AOA protocol EPI.value of all-ones is not currently recognized in ISO

9577 (reference 17). In fact, ISO 9577 says nothing at all about EPI encodings[ IPI values

from 1I000000 though 11111111 binary are currently listed as "reserved". ARINC will need
to get a recognized EPI encoding (possibly selected from the "reserved" IPI set) J:o complete

the specification of the AOA protocol. Note that Appendix C of ISO 9577 sets aside Severai

IPI encoding values for network-level i",teroperability with Internet applic_itions. The
encoding 11001100 binary Specifies IPv4 (the current Interact version of IP). The encoding

10001 i00 binary specifies IPv6 (the newer Interact version of IP).

Figure 4-3 below describes the architecture components of a VDL-2 system

supporting both AOA and ATN functionality over the VDL-2 subnetwork. The shaded
portions of the figure would be omitted if ATN capability was not desired. The AOA "DLP"

functions as a very simplerouter, directing AVLC frames'containing ACARS messages to
the ACARS router. Note that this architecture is an extension of Figure 3-5 above.
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5. FIS-B Over AVLC

TheFIS-B system (defined in Reference 7) is designed to operate using the AVLC

frame interface of VDL-2. (Note: FIS-B may utilize other subnetworks as well as VDL-2.)

FIS-B implementations may need to interoperate with ATN implementations (using the ISO

8208 interface) as well as with AOA implementations (using the AVLC interface). As was

the case for AOA (see section 4 above), FIS-B frames must be distinguished from all other

users of the AVLC link-layer of VDL-2. How this may be done is described below.

All FIS-B frames are of the type "unnumbered information" (i.e. uplink broadcast in

this case). Hence, each FIS-B frame has a common value for its link-control field (11000000

binary). (Section 3.4 above describes the link-control field coding for AVLC.) The FIS-B

destination address in the AVLC frame is coded for "all aircraft" as described in section 3.3

above. The A/G bit is set to one, since all FIS-B transmitters are on the ground. The C/R bit

is cleared to zero, since all FIS-B messages are "cormnands" requiring no response. (No

response is possible from FIS-B avionics, as they are receive-only.)

The FIS-B'protocol differentiates its frames from other applications using the AVLC

interface (AOA, ATN, etc.) in the same manner as AOA (see Figure 4-2 above). Fo!iowing
ISO 9577 (reference 17), the first byte of the AVLC-frame information field is defined to be

the "Initial Protocol Identifier" (IPI) that defines the protocol of the data that follows. An IPI

of all ones (0xff) is defined by ISO 9577 for extensions to the protocol set. Note that this

value of IPI cannot be confused with the startof an ISO 8208 packet, since 1111 binary is

not a valid ISO 8208 "General Protocol Identifier" (see section 3.6 above). Following the

all-ones IPI, ISO 9577 specifies a second byte for the "Extended Protocol Identifier" (EPI).

The FIS-B protocol assumes an EPI value of 11111110 binary to identify an FIS-B packet

within the AVLC frame. Hence, the FIS-B protocol entails a 2-byte additional overhead (the

IPI and EPI bytes) to provide transparent interoperability of ATN, FIS-B, and ACARS over-

the AVLC interface of VDL-2. A simple "Data Link Processor" (DLP) at the VDL-2 AVLC

interface serves to direct FIS-B frames to their: appropriate end-system. AVLC frames

containing ISO 8208 datagrams are allowed to go on to their specific interface.

Figure 5-1 below illustrates the architecture components of avionics to support FIS-B

over VDL-2, A simple "Data Link Processor" (DLP) software entity performs the routing

function that separates FIS-B messages in their AVLC frames from the data stream and

directs them to their end-system. Note that this avionics may be configured to support the

ATN or not, as desired. The shaded portions of the architecture are omitted if ATN

functionality is not required. Note that Figure 5-1 is equivalent to Figure 4-3 (the avionics to

support AOA). A common avionics system could support both AOA and FIS-B applications

(as well as the ATN) over VDL-2 simply by combining the functions of the AOA and FIS-B

DLP into a single software entity.
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6. Support for the Address Resolution Protocol (ARP)

;the remaining problem to be dealt with in the design of the VDL-2/IP system link

layer is the fact that IP addresses only make sense to the TCP/IP protocol suite. A data link

such as VDL-2 has its own, independent addressing scheme (see section 3.3 above) to which

all links on the subnetwork must conform. These subnetwork-specific addresses may be

entirely different from IP addresses in size and structure. It maybe very difficult (or

impossible) to directly convert from IP addressing to the subnetwork-specific addressing, due

to constraints in addressing range, etc. In fact, the subnetwork may need to support multiple

different upper-level protocols simultaneously - each requiring its own addressing. In the

case of the VDL-2flP system, the VDL-2 subnetwork must support both the ATN and IP

addressing protocols seamlessly.

This problem of subnetwork link-layer address translation was solved early on in the

design of the Intemet. Internet hosts were (and still are)-often connected via an Ethemet.

Ethemet addresses are 48-bits long, with a unique structure (as compared to 32-bit IP version

4 addresses, or 128-bit IP version 6 addresses). When an Ethemet frame is sent from one

host to another on the 16cal network, it is the 48-bit Ethernet address that determines the

frame's destination. The "device drivers" (called DLPs in this paper)within the TCPfIP
stack of each host never look at the IP addresses in the Ethernet frames. The "address

resolution" mechanism described here provides the mapping between the host addressing

(Ethernet, VDL-2) and IP. The Interact "Address Resolution Pmtocor'. (ARP) and its inverse

"Reverse Address Resolution Protocol" (RARP) are further defined in reference 2. ARP

provides a dynamic mapping from an IP address to its corresponding subnetwork

("hardware") address. RARP maps back from the subnetwork address to the IP address.

6.1 ARP Message Format

The ARP and RARP protocols utilize a common message format that is illustrated in

Figure 6-1 below. Note that these messages are sent in subnetwork frames, not in IP packets.

ARP/RARP Message

Network Protocol

Type Type
Network Protocol Operation Network

1 1 2 m

Sender
IP

Address

Target Tar.get
Network IP
Address Address

2 2 n rn n

Figure 6-1 ARP/RARP Message Format.

23



The first field in the messageis a 2-byte "network type" identifier that specifiesthe
particular subnetwork. This field is set to 1 for Ethernet,while the value 17 specifiesan
HDLC subnetwork. (See reference19 for the current set of IETF-defined subnetwork
identifier codes.) A coding for the VDL-2 subnetworkwill need to be defined. The
"protocol type" field (also 2 bytes) specifiesthe type of protocol being mappedby this
ARP/RARPmessage.Its value is specifiedas0x0800 for IP addressing. (Note that this
valueis deliberatelychosento be thesameasthe typefield for anEthernetframecontaining
anIP datagram.).

Thenext two 1-bytefields ("networksize"and"protocolsize") specifythenumberof
bytesrequiredfor thesubnetworkaddressand IP address.IPversion4 addressesrequire4
bytes,while IP version6 addressesrequire16bytes. TheVDL-2 subnetworkaddresseswill -
bespecifiedas4 byteslong, althoughVDL-2 addresseshaveonly 27 actualbits (seesection
3.3 above). Thefixed ISO 3309low-orderaddress-extensionbits in the VDL-2 addresswill
be suppressedhere,alongwith the A/G andC/R indicators. The 27 remainingbits of th%
VDL-2 addresswill bepackeddownandthe high-order5 bits of the addressclearedto zero
to form a32-bitVDL-2 subnetworkaddress.

The2,byte "operationcode" field spec{fieswhetherthismessage.isan ARP request

(code 1), an ARP reply (code 2), an RARP request (code 3), or an RARP-reply (code 4).

This fieldis required to distinguish ARP from RARP, as well as distinguishing requests from
replies. "

The next four fields in -the message are the sender's subnetwork address (a VDL-2

address), the sender's IP "protocol address" (IP address), the target's subnetwork address

(again, a VDL-2 address), and the targ6t's address (again, an IP address). Note that there is

some duplication of information here - the sender's subnetwork address is already in the

subnetwork frame header that encapsulates the ARP/RARP message.

For at, ARP request, all the fields in the message are filled except for the. target's IP

address (since that's what the message is requesting). When a system receives an ARP

request, it fills in the target IP address, swaps the two sender addresses with the two target

addresses, sets the operation code value to 2, and returns the ARP reply., RARP works in a
similar manner.

6.2 ARP Protocol

An example of the application of the ARP protocol is illustrated in Figure 6-2 below.

An Internet application desires to make a TCP connection with another Internet system over

a subnetwork (such as VDL-2). The application typically accesses the destination system via

its"Internet name'.'. The first step in the process (1) is to obtain the IP address corresponding
to the name. This is done via a call to an Internet "Name Resolver" .function that acts as a

directory. The IP address of the name resolver is "well-known" by all Internet applications

(like the 4 ! 1 number for local telephone directory assistance, or 911 foi: emergencies).
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Figure 6-2 Address Resolution Protocol (ARP).

Once the IP address is available, the application attempts to establish the TCP

connection through its protocol stack (2). The initial IP dat_tgram is sent to the destination IP

address (3). If the destination were on a locally-attached network, the IP datagram woald be
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routed directly to that destination. If the destination is on a remote network, the IP routing

function would determine the Intemet address of a locally-attached router to forward the IP

datagram. In either case, the IP datagram is sent to a host or router on the locally-attached

network (4).

Assuming that the subnetwork is VDL-2/IP, the sender must Convert the IP address

into the corresponding VDL-2 address. The ARP function (5) provides for this translation of

addresses. The ARP function maintains a cache of recently-accessed address mappings. The

typical expiration time of an entry in the ARP cache is 20 minutes. If the required address

translation is already in the ARP cache, then the local ARP function simply returns the

requested IP address from its cache. Assuming that the requested address is not in the ARP

cache (ex. this is the first time that the IP address is being referenced), then theARP function

broadcasts an ARP request (6) to every host system oa the attached subnetwork (via a

subnetwork broadcast frame). (Note: the boxes in Figure 6-2 labeled "Network Driver" are

actually the VDL-2 radios with their CMU's and DLP entities.) The ARP broadcast request

contains the IP address of the desired destination - it states "if you are the owner of this IP

address, please respond to me with your VDL-2 address".

Each host system on the attached subnetwork receives the broadcast ARP request.

When the destination system's ARP function receives the ARP request, it reci)gnizes that the

request is asking for its-tP address (7), so it responds to the sender with an ARP reply

containing its VDL-2 address (8).

The ARP reply is received back at the sender system, where it-causes the generation

of an entry in the sender's ARP cache. The IP datagram that forced the ARP request-reply to

be exchanged can now be sent (9).

Recall that ARP cache entries typically time out in 20 minutes. A partial entry (one

waiting for an ARP reply to complete it) times out in 3 minutes. The entry timer is restarted

each time the entry is used.

It must be noted here that the link-layer protocols for VDL-2/IP (using ARP/RARP as

described in this section) only provide for a type of mobile connectivity termed

"nomadicity". A mobile user (i.e. aircraft) can attach to the system (i.e. a particular VDL-2

ground station), do any desired communications (while remaining connected in place), then

disconnect from the system and move to a new location where it may re-attach and begifi a

new set of communications. This type of system can support some Internet protocols (e.g.,

UDP) and those applications that do not require unbroken connections as the aircraft move.

However, connection-oriented Internet protocols (e.g., TCP) will require more than

"nomadicity". The application connections must stay in place even during movement from

one link-layer connection to another. The Mobile Routing protocols described in section 8

below are usedto provide these network-layer mobile connectivity functions.
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7. VDL-2/IP System Design

All the necessary pieces are now in place to define the VDL-2/IP system. The

starting point for the VDL-2/IP "Data Link Processor" (DLP) is a standard' Internet TCP/IP

protocol stack/router implementation. In this section, the term "DLP" will refer to those

design elements common to both the ground and aircraft VDL-2/IP systems. Where the

implementation detail is specific to the VDL-2/IP ground station, the term GDLP will be

used. Similarly, details specific to the VDL-2/IP avionics system will be denoted ADLP. In

general, the VDL-2/IP design can be used with either the current IPv4 or the newer IPv6

Interact systems. Where the choice of IP version makes a difference, this section will discuss

the appr_ priate selection of parameters.

Note that theVDL-2/IP DLP implementation might be either an Internet router or an

end-system. (The Internet design makes little distinction between hosts and routers.)-The -

ADLP would typically be an end-system (assuming that all the IP applications on the aircraft

share a common host or local network). The GDLP would typically be a router, since the

connection would likely connect via the ground Interact to rem6te-appllcations hosts.

Figure 7-1 below illustrates the architecture components of the VDL-2/IP system.

The similarities to the AOA/ATN system (Figure 4-3) and the FIS-B system (Figure 5-1) are

clear. In fact, since VDL-2/IP, AOA, and FIS-B applications share the AVLC interface, a

single DLP serves to support all three applications. The optional AOA and FIS-B

components of the VDL-2/IP architecture are indicated as cross-hatched boxes in Figure '7-1

below. The ATN-specific components are indicated as dot-filled boxes.
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7.1 Setting the IP MTU

The Internet IP protocol requires definition of the "Maximum Transfer Unit" (MTU).

This is the length (in bytes) of the largest IP packet that is to be treated as a single unit.

Standard IP segmentation and re-assembly protocols are used to deal with IP packets larger

than the MTU at a given host or router (the VDL-2/IP DLP in this case). Recall from section

3.1 that the default maximum length of a .VDL-2 frame is 8,312 bits - 1,039 bytes. The

overhead of an AVLC frame (see section 3.2) is . 13 bytes (2 flags, 8 address, 1 Link Control,

and 2 FCS). Figure 4-2 illustrates the additional overhead of the AOA frame structure (IPI +

EPI). Note: since the encapsulated packets for VDL-2/IP are either IPv4 or IPv6 (i.e. having

ISO 9577 standard IPI encodings - see Reference 17), only the IPI byte will be required.

Hence, the VDL-2/IP frame has 14 total bytes of overhead, leaving 1,025 bytes for data. The

VDL-2/IP system MTu is set less than or equal to 1,024 bytes.

Note that by setting the VDL-2/IP MTU such that all IP packets traversing the VDL-

2/IP interface fit entirely into a single AVLC frame, there is no need for the VDL-2/IP

s3,stem to use the AVLC protocol's frame numbering/sequencing functions. All VDL-2/IP
AVLC frames can be "Unnumbered Information" frames (similar to the EIS-B application

described in section 5). Any requirement to segment/re-assemble data is done in the standard

IP'protocol processing of the DLP. This design choice significantly simplifies the VDL-2/IP

AVLC interface. The drawback to this design choice is that frame-level error-detection and
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retransmission is now being done above the VDL-2 link layer, entailing somewhat longer_

delays for acknowledgements and an increased potential for lost data packets. For typical ---

FIS datalink applications such as aviation weather dissemination (where the requirements.for
update rate-are not critical), the choice of such a simple interface design for VDL-2/IP

appears to be warranted. A second option for the VDL-2/IP system design is to utilize the

AVLC "Numbered Information" frame type (see section 3.4 above) with a constant default

value of 000 binary for the "send" sequence number. This option enables the operation of the

VDL-2 link layer error-detection and retransmission algorithms, while dealing with exactly

one outstanding VDL-2/IP frame at a time. This second option for VDL-2/IP is little more

complex than the first (using unnumbered information frames), but it provides for a more.-

robust link. There will be shorter overall delays when dealing with lost frames,

Note, also, that the VDL-2/IP system does not make use of the ability of VDL-2 to

negotiate the size of AVLC frames. This negotiation function is normally implemented as a

part of the VDL-2 ISO 8208 interface (see section 3.6). Since it is assumed that at least some

of the VDL-2/IP implementations will not require ATN support (inexpensive GA systems),

the ISO 8208 interface components of the VME (see Figure 3-5) may be omitted. VDL-2/IP

is designed'to be completely independent from the ISO 8208/ATN components of the

System. VDL-2/IP assumes that all VDL-2 implementations will support at least the default

standard length of 8,3 i2 bits. (Note: the Standard upper-layer Internet protocols (TCP and

UDP) provide a .mechanism for applications to dynamically determine the MTU of a

particular path, although this should not be required f. VDL-2/IP.)

7.2 Configuring the VDL-2/IP AVLC Interface

The "local network" of VDL-2/IP utilizes the AVLC protocol for its link-layer.

Hence, the VDL-2/IP DLP must be configured to encapsulate every Internet packet inside an

AVLC frame for transmission across the AVLC interface. Standard Internet

implementations usually have support for several "local" (link layer) protocols (see

Reference 2). Among these available standard link-layer protocols are:

(a) IEEE 802 (Ethemet)

(b) Serial Line IP (SLIP)

(c) Point-to-Point Protocol (PPP)

PPP is quite sim21ar to HDLC (and, hence, to AVLC). PPP utilizes the same flags, FCS, and

bit-st,uffing functions as do HDLC and AVLC (see section 3.2 above). VDL-2/IP DLPs will

modify the Internet-standard PPP interface to obtain an AVLC interface.

The address field in standard PPP is simply a byte of all-ones - the conversion to

AVLC addressing (8 bytes in ISO 3309 format - see Figure 3-3) is described in section 7.3

below. PPP incorporates a 2-byte "protocol identifier" field that has the fixed value 0x0021

hexadecimal for IP datagrams. This fixed identifier in PPP is replaced with the 1-byte AVLC

Link Control field as described in section 7.4 below for VDL-2/IP.
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7.3 VDL-2/IP AVLC Address Mapping -

As illustrated in Figure 3-3 in section 3.3 above, the-VDL-2 AVLC address structure

actually has 27 encoded bits for each address (source and destination) packed into a 32-bit

field. The_VDL-2fIP DLP is responsible for reformatting VDL-2/IP addresses to and from

the AVLC format. The VDL-2flP-DLP inserts-and removes the 5 extra "special_bits"__as_
described in this section.

Note (from Figure 3-3) that the low-order bit of each AVLC address byte is reserved

for the ISO 3309 "extensible address" protocol flag. For the destination address field, the

flag bits are all cleared to zero. For the source address field, the first 3 flag bits are cleared to

zero and the last flag bit is set to one, indicating the last byte of AVLC frame addressing.
The VDL-2/IP DLP w,.'ll simply insert or remove these fixed-value bits.

The second bit transmitted in the AVLC flame destination address is reserved for the

A/G indicp'or flag (see Figure 3-3). A VDL-2/IP GDLP sets this bit to one, indicating that

the source of the AVLC frame is "on the ground". A VDL-2/IP ADLP would clear this bit to

zero by default. If the ADLP has access to the aircraft's ':squat switch" (potentially via the
VDL-2-CMU), then the A/G hit should be set to-one if the switch indicates that the aircraft is

not currently "airborne".

The second bit transmitted in the AVLC flame source address is reserved for the C/R

indicator flag (see Figure 3-3.). A VDL-2flP DLP will clear this bit to zero, indicating that

the AVLC frame is a "command". (Note: the VDL-2 LME managing the particular link may

reset this bit i.n the AVLC frame as required by the VDL-2 link management protocols. If the

LME changes bits in the AVLC frame, it will re-compute the FCS accordingly.)

The VDL-2/IP DLP must also perform address mapping for cases of broadcast

addressing. As shown in Table 3-2 (section 3.3 above), VDL-2 broadcast addresses

incorporate special encoding for various classes of address space. A VDL-2/IP GDLP would

map all VDL-2/IP broadcast'addresses to use type code 001 binary (since the frame's

destination is "all aircraft"). The remaining 24 bits would be set to all ones. The VDL-2/IP

ADLP, however, can select from 3 possible cases for its broadcast destination:

(1)
(2)
(3)

All ICAO VDL-2 ground stations

All ground stations of.a particular VDL-2 service provider

All VDL-2 ground stations {(1) and (2)}

The simplest approach for the VDL-2/IP design would be to select case (3). The VDL-2/IP

ADLP would map all VDL-2/IP broadcast addresses to use type code 101 binary and the

remaining 24 bits would be set to all ones. The drawback to this approach is the extra

processing required in those ground stations that are not "interested" in VDL-2/IP

applications. It would also be straightforward for the VDL-2/IP design to select case (1),

assuming that the IC-AO-administered VDL-2 ground stations were the only ground stations-

connected to the VDL-2/IP infrastructure. For case (1), the addresses would use type code

100 binary. If VDL-2/IP was supported by a particular service provider only {case (2)}, then
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the type code for VDL-2/IP broadcast addresses would be set to 101 binary. The service

provider.'s "identifier code" would be inserted into the high-order bits of the "Specific

Address Field" (see Table 3-2), while the remaining_hits_would be set to all ones.

7.4 VDL-2/IP AVLC Link Control Field

As was described in section 7.1 above, all VDL-2/IP frames will fit in a unique

AVLC frame. Hence, all VDL-2/IP frames may use the "Unnumbered Information"

encoding for the AVLC Link Control Field (as described in section 3.4 above). The UI

frame encoding (as specified in Reference 10) is 1100 P000 binary. The P/F bit functionality

of the AVLC protocol is not used in this mode of the VDL-2flP design - the P/F bit is always

cleared to zero in these VDL-2/IP frames. (This is true since all VDL-2/IP messages are

complete in a single AVLC frame.) A special encoding of the 5 function bits in the Link

Control field specific to VDL-2flP may need to be assigned. Note: the low-order bit of each

byte is transmitted fn'st in the AVLC protocols. (VDL-2 also employs two other types of

AVLC unnumbered frames - "exchange identity" (XID) = 1111 P101 binary, and "test" ---

1100 P001 binary.)

As was described in section 7.1 above, the VDL-2/Ip system may optionally select to

use "Numbered Information" frame encoding.for the AVLC-Link Control Field instead of

"Unnumbered Information" frame encoding (see section 3.4 above). The AVLC send/receive

sequence numbers in the Link Control Field are defaulted to zero in this option_ allowing

only one outstanding AVLC frame at a time in the linkqayer protocol. The encoding for the

Link Control Field in the case of VDL-2flP "numbered information" frame option is 0000

P000 binary (where the P/F bit default is one for this mode). The benefit of using the

"numbered information" option as opposed tO the "unnumbered information" coding is the

enabling of the VDL-2 link layer error-detection arid retransmission algoi'ithms. The VDL-2

link layer w.ill now ensure reliable reception of each AVLC frame - rather than requiring the

higher-level IP and TCP functions to detect and handle missing frames. The overall delays

entailed in the handling of lost or erroneous frames will be reduced and the end-to-end

system performance will be enhanced.

7.5 VDL-2/IP IPI and EPI Settings

As described in sections 4 and 5 above, the basis of the AOA, FIS-B, and VDL-2/I'P

designs is the encapsulation of alternative protocol messages inside AVLC frames. As

shown in Figure 4-2 above, this encapsulation is indicated by the initial bytes (IPI and

possibly EPI) of the AVLC "Information Field". No EPI byte is required for VDL-2flP,

since the ISO 9577 standard (see Reference 17) specifies unique IPI encodings for IPv4 and

IPv6. The "Initial Protocol Identifier" (IPI) byte will be set to 11001100 binary for an IPv4

implementation of the VDL-2flP system. The IPIbyte is set to 10001100 binary for an IPv6

implementation of the VDL-2/IP system.
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7.6 Modifying ARP for VDL-2/IP

The basic design of the Internet "Address Resolutlon Protocol" (ARP) is described in

section 6 above. There.will need to be a bit of modification and tailoring of the standard "

Internet ARP implementation to suit the VDL-2/IP DLP.

First of all, the ARP (or RARP) messages will need to be encapsulated in AVLC

frames (see sections 7.2-7-5 above). A new Network Type encoding (see Figure 6-1) for

VDL-2/IP will need to be determined. (Note: it is possible that the existing HDLC encoding

might be used here.) The Protocol Type is the standard encoding for IP. As stated in section

6.1 above, the Network Size will be 4 bytes for IPv4 systems and 16 bytes for IPv6 systems.

The remainder of the ARP is filled in the standard Internet way. As is noted in Section 6.1

above, the coding of the "subnetwork" (i.e. VDL-2) addresses requires some format

conversion. This conversion processing is described in section 7.3 above.
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8. Mobile Routing

The link-layer protocols for VDL-2flP described so fax in this paper {utilizing an

extended ARP (see section 6 and 7.6.above), etc. } provide for a type of mobile connectivity

termed "-nomadicity", A mobile user (i.e. aircraft) can attach.to the system (i.e. a particular

VDL-2 ground station), do any desired communications (while remaining connected in

place), then disconnect from the system and move to a new location where it may re-attach

and begin a new set of communications.-This type of system can support some Internet

-protocols (e.g., UDP) and those applications that do not require unbroken connections as the

aircraft move. However, connection-oriented Interact protocols (e.g., TCP) will require more

than "nomadicity". The application connections must stay in place even during movement

from one link-layer connection to another. The Mobile Routing protocols described in this

section are used to provide these network-layer routing functions.

Note: the Mobile Routing protocols described in this section Were developed and

standardized for the existing version of the Internet - IPv4. (See Reference 20 for the full

Specification of IPv4 Mobile Routing.) -A new version of the Internet protocols (IPv6) is

currently under development. The differences between the IPv4 Mobile Routing standard

and the proposed Mobile Routing protocols for IPv6 will be outlined in section 8.6 below.

The Mobile Routing network-layer protocols are built on top .of the standard IP

routing functions. Mobile Routing operates through extensi,_ns to the existing IP protocols

that provide the additional functionality in those end-systems and routers thatrequire it. (In

the case of VDL-2/IP, these would be the ADLP s and GDLPs.) Other parts of the Internet

are unaffected wher_ specific systems choose to use Mobile Routing. Figure 8-1 below

iliustrates the placement of the two Mobile IP functions "Agent Discovery " (described in

detail in section 8.2) and "Agent Registration" (described in detail in section 8.3) in relation

to the standard Internet protocols. "Agent Discovery" is an extension to the Internet Control

Message Protocol (ICMP) used by the system to generate and respond to system-events

(errors, etc.). "Agent Registration" uses the User Datagram Protocol (UDP) to send and

receive messages. It is noted that both the ICMP and UDP protocols are built upon the

underlying.IP protocol.

The Mobile Routing design incorporates a fundamental assumption that unicast IP

packets - those destined to a single recipient - are routed without regard to their IP Source

Address. Mobile ROuting protocols axe only concerned with the IP Destination Address. A

second basic assumption is that the Internet can successfully route IP packets in some

"magical" way. As stated above, Mobile Routing does not replace the existing Internet

routing, it simply operates over it.
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8.1 Mobile RoutingTerms an.d__Concepts

Mobile Routing in the Internet (termed Mobile IP) defines three functional entities

where mobility protocols must be implemented. These are termed: (a)Mobile Node, (b)

Home Agent, and. (c) Foreign Agent. (In the case of VDL-2/IP, these entities will be

incorporated into the ADLPs and GDLPs.) This section will provide basic definitions of

these terms, and some additional terms and concepts that are necessary to build up the

Mobile Routing protocols for VDL-2/IP. More-complete definitions of these terms and

concepts will appear in later sections of this paper.

8.1.1 Mobile Node

A "mobile node" is an end-system or router that can change its point of attachment to

the Interact from one link to another while maintaining any ongoing communications. (In

the case of VDL-2/IP, a mobile node is an aircraft ADLP.) The mobile node is addressed

only by its permanent IP home address.

8.1.2 Home Agent

A "home agent" is an IP muter with an interface on the mobile node's home link (a

VDL-2/IP GDLP) which can provide the following three functions:

(a) The home agent informs the mobile node of its current, location as the mobile

node moves from link to link. The "location" is represented by a "care-of"
address.
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Co)The home agent may advertise reachability to the mobile node'S home address,

thus attracting IP packets that are destined to the mobile node's home address.

Alternatively, some other router may advertise reachability to the mobile node's
home address.

(c) The home agent intercepts packets destined to the mobile node's home address

and tunnels them to the mobile node's current location; i.e. to the care-of address.

In the case of VDL-2/IP, the basic idea is that all aircraft have a home router that supports

their permanent home address. All aircraft belonging to "ABC Airlines" are reached via the

ABC Airlines home agent. Since the home agent doesn't move, the messages destined for

ABC Airline's aircraft can always be directed via ABC Airline's home agent router. An

organization such as the FAA or AOPA would need to Support home agent(s) for GA
aircraft.

8,1.3 Foreign Agent

A "foreign agent" is an IP router with an interface on the mobile node's foreign link

(a VDL-2/IP GDLP) which can provide the following three functions:

(a) The foreign agent assists the mobile node in informing its home agent of the

mobile node's current care-of address.

(b) The foreign agent provides a care-of address and "de-tunnels" packets for the

mobile node that have been "tunneled" by its home agent.

(c) The foreign agent serves as a default router for packets generated by the mobile -

node when connected to this foreign link.

Figure 8-2 below illustrates the relationship between the home and foreign agents, mobile

nodes, etc. The large circle in the center represents the existing Internet. The Mobile

Routing concept makes it transparent to Internet applications desiring to communicate with a

mobile node Whether the mobile node is Currently attached tO its home agent or to some

foreign agent. The message packet is sent to the home agent, and the Mobile Routing

protocols "somehow" re-route it to the foreign agent where the mobile node is currently

connected. {In a sense, the ACARS system already works this way. All messages intended

for aircraft are initially directed to the ACARS main processor (in Annapolis for ARINC)

and they are then re-routed to the ACARS ground-station that currently has aircraft

connectivity. }
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Figure 8-2 Mobile Routing Entities and Relationships.

8.1.4 Tunneling

The term "tunnel" is used to describe the path taken by an IP packet that is

encapsulated within the payload portion of a second packet, as shown in Figure 8-3 below.

(The concept of encapsulating one packet within another was already described in the

discussion of AOA in section 4 above.) The figure illustrates an example of a home agent

tunneling a packet to a foreign agent in order to deliver the packet to a mobile node. (The

reverse process would be equivalent.) Further descriptions of the IP tunneling mechanism is

given in section 8.5 below.
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8.1.5 Home Address

As was already stated_ a mobile node's home address is an IP address permanently

assigned to the node. This address is closely related to the mobile node's home agent, and

therefore its home link. A mobile node's home agent is a router that has at least one interface

on the mobile node's home link. A mobile node communicates with all other nodes using its

home address.

Note that a mobile node's home link need not be a physical link on some real,

physical medium. The home link can be a virtual link that exists only as software within the

mobile node's home agent. The home agent can be considered to have a virtual interface

throu[gh which it attaches to this virtual home link. Figure 8-4 below illustrates how such a

virtual link is used to support the "tunneling" of IP packets. There are three links illustrated

in the figure. Interface 1 might be an Ethemet, Interface 2 might be VDL-2flP as described

in this paper. The virtual interface performs tunnel encapsulation (or decapsulation, if the
direction of the arrows were reversed). The Virtual interface re-routes the packet through a

second call to,the software supporting standard IP routing. The figure shows how an IP

packet would be encapsulated by, a home agent in order to tunnel the packet to its foreign

agent. Reversing the asrows would make the figure illustrate the decapsulation of the IP

packet at the foreign agent ....
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8.1.6 Care-of Address

A "care-of' address is an IPaddress associated with a mobile node that is "visiting" a

foreign link. A care-of address has the following, properties:

(a) A care-of address is specific to the foreign link currently being visited by themobile
node.

(b) A mobile node's care-of address generally changes each time that the mobile node moves

from one foreign link to another.

(c) Packets destined to a care-of address can be delivered using existing Internet routing
mechanisms; i.e. no Mobile IP-specific procedures are required to deliver packets to a
care-of address.

(d) A care-of address is used as the exit-point of a tunnel from the home agent to the mobile
node.

(e) A care-of address isalmost never used as the IP source or destination address in a mobile
node's communications with other nodes.
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A foreign care-of address is an IP address of a foreign agent which has an interface on the

foreign link being visited by a mobile node. A foreign agent care-of address can be shared

by many mobile nodes simultaneously. A collocated care-of address is an IP address

temporarily assigned to the interface of the mobile node itself. This type of care-of address

might be used by a mobile node in situations where no foreign agents are available on a

foreign link. A collocated care-of address can be used by only a single mobile node at a
time.

8.2 Agent Discovery

The Agent Discovery process is used by a mobile node to determine whether it is -

currently connected to its home link or to a foreign link. Agent Discovery is also used to

detect when a mobile node has moved from one link to another. Finally, Agent Discovery is

used to obtain a care-of address when the mobile node is connected to a foreign link.

The Agent Discovery process uses two simple messages that are built as extensions to

the Standard Internet ICMP messages (see figure 8-). above). The "agent advertisement"

message (illustrated in Figure 8-6 below) is used by agents (home and foreign) to announce

their capabilities to-mobile nodes. These messages are pe_riodicallytransmitted as broadcasts

to each link on which a node is configured to perform as a horfie agent, foreign agefit, or
both. This allows a mobile node that is connected to such a link to determine whether-there

are any agents present, and if so, what their respective identities (IP addresses) and

capabilities are. The broadcast rate is typically three times the expected "lifetime" of an

"agent advertisement". If the mobile node does not wish to wait until the next "agent

advertisement" broadcast, it can send an "agent solicitation" message instead. This message

forces any agents on the link to immediately transmit their "agent advertisement" mess/tge.

The "agent solicitation" message is illustrated in Figure 8-5 below. The "agent solicitation"

message is almost identical to the standard ICMP "Router Solicitation" message (see

reference 21). The time-to-live field of an "agent solicitation" message is set to 1/
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Figure 8-5 Agent Solicitation Message.

The "Agent Advertisement" message is formed by appending one or-more of the

Mobile Routing extensions to the standard Interact ICMP "Router .Advertisement" message

(see reference 21). The "type" code of 9 identifies the message as an advertisement. The

"code" field is used to distinguish.the MobiIe Routing advertisement from the normal one.

(By convention, standard routers use a code=0, while agent routers use code=16.) The

"lifetime" field indicates how often this agent broadcasts its advertisements, The "H" and

"F' bits in the Mobility Agent Advertisement Extension indicate whether this agent can act

as a home or foreign agent. The "B" bit is used by a foreign agent to indicate that it is too

busy to accept any additional registrations (see section 8.3 below). The "R" bit indicates

whether registration is required for this agent. The "V '_ bit indicates whether this agent

supports the "Van Jacobson" compression algorithm to reduce the overhead involved with
TCP and IP headers (see reference 22). There will be some additional discussion about

header compression in section 8.5 below.-The "M" and "G" bits refer to the selection of the

IP tunneling encapsulation algorithm, also discussed in section 8.5 below. Some additional

discussion on the contents of the "Agent Advertisement" message will be found in the

dJ.scussion of Mobile Node registration in section 8.3 below.
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Figure 8-6 Agent Advertisement Message.

A mobile node typically determines that it has moved using the "lifetime" valu_ from

the "Agent Adve_isement" message. This field tells the mobile node how soon it should

hear another advertisement from the same agent. (In fact, advertisements are usually

broadcast three times as fast to allow for lost messages.) If a mobile node is registered with a

foreign agent, and it fails to hear an advertisement from that agent within the specified time,

then the mobile node Can assmr_e that it has moved to a different link or that its foreign agent

has failed. The mobile node will then re-register with the next foreign agent from which it

receives an "Agent Advertisement". If no such advertisements are heard, the mobile node

can send an "Agent Solicitation". If even the-solicitations failto produce a response, the

mobile node can attempt to communicate as though it were connected to its home link. If

there is no response from the default home router, then the mobile node can assume that it i_

connected-to some foreign link. In this case, the mobile-node can attempt to obtain an

address from a "Dynamic Host Configuration Protocol" (DHCP) server (she reference 23 for
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details). If this requestis successful,themobile node can use this address as a collocated

care-of address and register with its home agent. Failing this, the mobile node-cannot

communicate- it must wait for human intervention, or the receipt of new "Agent

Advertisement" messages.

8.3 Mobile Node Registration

A mobile node "registers" whenever it detects that its point of attachment to the

network has changed from one link to another. Since these registrations elapse after a

specified time period, the mobile node reregisters when it has not moved but when its

existing registration is due to expire. Mobile node registration provides for the following

processes:

(1) The mobile node requests routing services from a foreign agent on a foreignlink.

(2) The mobile node infom-is its home agent of its current care-of address.

(3) The mobile node renews is current regist,ati0n when it is due to expire.

(4) The mobile node "de-registers" when itretums to its home link.

The registration process also allows for mobile nodes t6have multiple care-of addresses
registered with an agent to support multicasting. A given care=of address can be de-

registered while retaining others, The mobile node can use the registration process to

dynamically determine the address of a potential home agent, if the mobile node did not have

prior knowledge of its home agent(s). Note that this section provides only a brief survey of

the registration protocols and features (see reference 20 for the full description).

(Note: if the "Sequence Number" field values in its foreign agent's "Agent

Advertisement" messages (see Figure 8-6) are out of sequence (indicating that the foreign

agent may have rebooted), themobile node will need to re-register.)

Mobile IP registration involves the exchange of two messages: a "Registration

Request" and a "Registration Reply". As was shown in Figure 8-I above, each of these

messages is carried within the data portion of a UDP "datagram" which is, itself, the data in

an IP packet. A "Registration Request" is sent by a mobile node to begin the registration

process. The "Registration Request" may be sent directly to the mobile node's home agent,

or it may be sent via a foreign agent. The home agent receives the "Registration Request"

and responds with a "Registration Reply". If the mobile node does not receive a reply in

response to its request (in a reasonable time period), the mobile node retransmits the request.

a number of times until a reply is received. The time period between requests increases up to

a maximum time, when the mobile node is forced to give up.

Note that the end purpose of the mobile node registration process is-to build and

maintain a table in the home agent that maps a mobile node's home address into the mobile

node's current Care-of address(es). An entry in this table is-termed a "binding entry".

Binding Entries are only valid for the specified lifetime - a mobile node must re-register if
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the lifetime of its binding is aboutto expire. (In a sense,this tableis similar to the ARP
cachediscussedin section6 above.)

Figure 8-7below illustratesa "RegistrationRequest"messagecompletewith its IP
andUDP headers.Figure8-8below illustratesthe"fixed length"portionof the"Registration
Reply" message(since the rest of the messageis identical in format to the "Registration
Request"in Figure 8-7). (Reference24givesdetailsof the UDPheader,while reference20
detailstheregist_'ationmessageformatsandprotocols.)

Note that the UDP destinationport is set to the value 434 reservedfor Mobile IP
registration messages. The "'S" bit in the fixed-length portion indicates whether the
designatedbinding is to be createdor deleted. The "M", "G", and "V" bits refer to it'

Tunneling issues (also included in the "Agent Advertisement" message shown in Figure 8-6

above and discussed in section 8.2 above). The "B" and "D" bits refer to support for

broadcast messages (discussed in more detail in section 8.4 below). The "R" bit indicates

that the mobile node must register via a foreign agent - even if it is using a collocated care-of

address. The "Lifetime" field in the "Registration Request" indicates the number of seconds

that the binding entry is desired to be maintained. The "Lifetime" in the "Registration

Reply" indicates the number of Seconds that the .binding entry will actually be maintained, A

Lifetime of zero indicates that. the mobile node wishes to de-register the care-of address,

while-a Lifetime of all ones indicates that the binding entry is to be permanent. The 64-bit

"Identification" field is chosen by the mobile node. to be unique for each attempted

registration. It allows the reply message to be matched to its outstanding request. The

Identification field (along with the. Mobile-Home Authentication Extension) is also used in

the registration authentication algorithm described later in this section. The "Code" field in

the "Registration Reply" message indicates whether the request was accepted or rejected -

and if rejected, the reason for the failure.

43 --



I Identification

I Time to Live I Protocol = UDP

Flaq Bits

Total Length

Pragment OffSet
(13 bits)

Header Checksum

Source Address -

Destination Address

Source Port Number Destination Port Number = 434

Type = 1

Length

SBDMGV

Bits

Mobile Node's Home Address

Home Agent Address

Care-of Address

Checksum

Lifetime

Type = 32 I Length

Identification

(64 bits)
I

Optional Extensions

Security Parameter Index .....

...... Security Parameter Index

I

|

Authenticator (Default: Keyed MD5) (128 bits)

|I
.......... |

| |
! More Optional Extensions I
I l
I

IPv4

Header

UDP

Header

Fixed-Length
Portion of-

Registration
Request

Mobile.Home

Authentication

Extension

Figure 8- 7 Registration Request Message.

44



" I I I

Type _. 3 Code Lifetime

Mobile Node's Home Address

Home Agent Address

Identification

(64 bits)

i I i '' '' II

Fixed-Length
Portion of

Registration

Reply

Figure 8-8 Registration Reply Message (Fixed Portion Only).

The Mobile IP registration procedure provides a significant vulnerability to the

overall system. A "hacker" could send a false "Registration Request" to a mobile node's

home agent and cause all packets to be tunneled to the hacker instead of the mobile node's

legitimate care-of address. Besides giying the hacker access to the mobile node's data, this

would also prevent the mobile node from rec_.iving any data packets. To prevent this sort of

"denial of service" attack, the Mobile IP registration protocols employ a strong

authentication algorithm check to insure that., registration replies are valid. The

"Identification" field in the registration messages combined With the Mobil_=Hom_

Authentication Extension (see Figures 8-7 and.8-8 above) support this.algorithm.

The basis of this authentication algorithm is the use of a secret key value, known only

to the mobile node and its home agent. In generating the "Registration Request", the mobile

node-uses its secretkey to generate a 128-bit "message digest" over the entire request

message. The "Keyed MD5" algorithm (see Reference 25) is used to generate this "message

digest", which _,splaced in the "Authenticator" field of the "Registration Request" message.

The mobile node's home agent repeats the MD5 processing to check that the "Registration

Request" is genuine. The reverse process is used to authenticate the "Registration Reply".

Note: a "hacker" could replay a mobile node's valid "Registration Request" messages

at later times, thus circumventing tl." ".uthentication protocol. Mobile IP inserts a time-stamp

value in th ,<""Identification" field of the request'and reply tO prevent this sort of intrusion.

The mobile node uses its current date/time for the request identification. If this time is not

sufficiently close to the home agent's date/time (possibly indicating a replay attack), then the

home agent rejects the registration. The rejection notice contains the borne agent's date/time

value - allowing the mobile node to resynchronize itself with the home agent.

8.4 Support for Mobile Broadcasting

IP broadcast packets are defined to have destination addresses with the host portion

defaulted (set to all ones). A mobile node can obtain a copy of broadcasts that are

traiasmitted on its home link, even when the mobile node is currently connected to a foreign

link. The mobile node requests that its home agent forward to it all broadcast message_s_.by___
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settingthe "B" bit in its registration requests (see section 8.3 above). This instructs the home

agent to deliver a copy of all such broadcasts via a tunnel to the mobile node. The exact

mechanism used is different depending on whether the care-of address is "collocated" or

"foreign". The "D" bit in the registration request is used to determine which mechanism is to-

be used (see reference 20 for details.)

Transmission of IP broadcast messages from a mobile node is independent of whether

it has a collocated or foreign care-of address. There are three cases to consider.

Io If the destination of the broadcast is link-specific and intended for the mobile

node's foreign link, then the mobile node simply transmits the packet on the

foreign link, using the link-layer broadcast address to deliver the frame cot, raining

this packet to all nodes on the link.

2, If the destination of the broadcast is link-specific and intended for the mobile

node's home link; then the mobile node must tunnel this packet to its home agent.

The encapsulating packet has an IP source address set to the mobile node's home

address, and the IP destination address set to the mobile nodes' home agent.

3, If the destination is a prefix-specific broadcast (i.e.-of the form "network-

prefix.111.7.111"), then the mobile node has two alternatives. It can tunnel the-

packet to its horne agent as in (2) above. Second, the mobile node can transmit

the packet normally, sending it in a link-layer frame whose destination is that of

its router -just like any unicast packet transmitted by the mobile node. However,

some intermediate routers might be configured to filter out broadcast packets -

the mobile node would be better off to tunnel such packets to its home agent.

In summary, mobile nodes can participate in IP broadcasts (either as senders or

receivers) by appropriately setting the "B" and "'D" bits in their registration requests. The

procedures described above are used to appropriately route and forward broadcasts.

8.5 IP Tunneling Protocols

As .was described in section 8.1.4 above, "tunneling" (the encapsulation of one IP

packet inside another) is the basic mechanism behind Mobile IP rbuting,. The Simplest form

of encapsulation was illustrated in Figure 8-3 above. However, as was mentioned in sections

8.2 and 8.3 above (the "M" and "G" bits), Mobile IP routing actually supports multiple

encapsulation protocols. This section will describe these protocols and the tradeoffs involved

in their usage. The areas of concern are:

• IP Header Compression

• Support for IP Fragmentation

• Relaying ICMP Messages ("Soft State")

• Preventing Recursive Encapsulation

• Support for Alternate Protocols
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A standard IPv4 header contains 20 bytes. Hence, each time an IP packet is

encapsulated it grows in length by 29 bytes. A significant amount of the extra header-

overhead is essentially redundant. Mobile IP provides a protocol that minimizes the header

overhead - "Minimum Encapsulation" is described in section 8.5.2 below. However, there

are drawbacks to this technique. It should be noted that the IP protocols also support an

overall algorithm to compress IP (and TCP) headers called "Van Jacobson" compression (see

Reference 22). "VJ" compression operates by forming a virtual-connection between end-

systems (in contrast to the "datagram" connectionless operation of standard IP). "VJ"

compressed packets have a connection identifier in their header instead of repeating all the IP

addressing and other fields that are consistent from one message to the next. The "VJ"

algorithm must send IP headers uncompressed periodically to keep the end-systems

synchronized in case of errors or failure of an end-system.

A major component of the standard IPv4 header is support for packet fragmentation

and de-fragmenttttion. However, not all the encapsulation protocols can support

fragmentation of the encaasulated packet within an outer packet that may itself be

fragmented.

The. Internet Control Message Protocol "(ICMP) (see reference-26) .defines a set of-

messages which provide diagnostic and-error messages within the system. ICMP messages

generated by_a host or router in response to an IP packet are-sent to the original source of the

packet and provide useful information to that source. However, ICMP messages generated in

response to a tunneled packet are sent to the entry-point of the tunnel, not necessarily to the

original source of the inner packet. The turmel entry point must relay certain ICMP messages

to their original source. The algorithm used to do this is termed %oft state" and is defined in

Reference 26. "Soft State" refers to the fact that ICMP messages contain an ICMP header,

the IP header of the "offending" packet, _md the first 8 bytes of the packet payload.

Unfortunately, the 8 bytes are insufficient to carry the source and destination addresses of the

inner packet when the "offending" packet is encapsulated. "Soft State" is a set of variables

maintained by a tunnel entry-point. The entry-point updates its "soft state" based On ICMP

messages received from routers within the tunnel. The tunnel entry-point uses these "soft

state" variables to generate.ICMP messages for the original _ource of the packet at the time it

encapsulates that packet for delivery into the tunnel. Support for the "Soft State" algorithms
is part of the encapsulation algorithm.

As was shown in Figure 8-4 above, IP encapsulation occurs at a "virtual interface".

There is a potential infinite-loop here, with the possibility that a given packet may increase in

size and circulate through the network indefinitely. Some encapsulation protocols provide

algorithms to prevent these loops.

While it is not required for the VDL-2/IP design, some applications of Mobile IP

require support for other network protocols in addition to IP. A packet of one protocol might

be encapsulated within the payload of apacket from a second protocol. One of the Mobile IP

encapsulation algorithms provides for this function.
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Figure 8-9 below illustrates the three alternative encapsulation algorithms provided in

Mobile IP. A short description of each will be given in the following sections.
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Figure 8-9 Mobile IP Encapsulation Formats.

8.5.1 IP in IP Encapsulation

"IP in IP Encapsulation" (see Reference 27) is the default Internet standard for IPv4

encapsulation. All home and foreign agents are required to implement this encapsulation

protocol. IP in IP does not do _my_ header compression (depending on the optional Van

Jacobson compression applied later). IP in IP provides "soft state" support: IP in IP can

handle fragmentation, but it does not provide recursive encapsulation prevention or support

for alternate network protocols.

8.5.2 Minimal Encapsulation

"Minimal Encapsulation within IP" (see Reference 28) is an optional form of

tunneling that may be used within Mobile IP (by setting the "M" bit in the agent

advertisement and agent registration messages). Minimal Encapsulation .strips away the

redundant information carried in the-encapsulating (outer) IP header and the encapsulated

(inner) IP header (as shown in Figure 8-9 above). The Minimal Encapsulation header is

illustrated in Figure 8-10 below. The encapsulation overhe_id is reduced from 20 bytes to 8
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(or 12). However, in the process of compression, Minimal Encapsulation has stripped away

the information necessary to handle the ease where the original IP packet is already

fragmented. Minimal Encapsulation must support "soft state", since its minimized header

lacks the original source address. Minimal Encapsulation also may cause packets to be lost

within a long tunnel, since the "Time to Live" field is stripped from the encapsulated packet.

Minimal Encapsulation-cannot support alternate-network protocols. VDL-2/IP

implementations will not use Minimal Encapsulation.

Protocol (8 bits)

Lmm

I I I Header Checksum (16 bits)

Original Destination Address (32 bits)

Original Source Address {if S bit set) (32 bits)

.... --------i .... J

Figure 8:10 Minimal Encapsulation Header Format

8.5.3 Generic Routing Encapsulation

"Generic Routing Encapsulation" (GRE) (see Reference 29) is a second optionalform

of tunneling that may be used within Mobile IP (by setting the "G" bit in the agent

advertisement and agent registration messages). GRE is the only encapsulation algorithm

that supports alternate network protocols. GRE also provides explicit proLection against
recursive encapsulation. GRE adds an additional header to the IP headers, thus actually

expanding the encapsulation overhead by a minimum of 4 bytes. Figure 8-11 below
illustrates the GRE extra header format. Note the 3-bit "Recur" field used to count down

encapsulations, and the "ProtOcol" field used to indicate the encapsulated network protocol.

Figure 8-11

CRKSSbits l" ('=nit,) I (= =it,)

Optional Checksum

GRE Header Format.

Protocol (16 bits)

I Optional Offset

__J ......... _6__t_

Optional Key (32 bits)

Optional Sequence Number (32 bits)

Optional Routing (32 bits)

49



8.6 IPv6 Mobile Routing

The current Internet implementation (IPv4) is gradually being superceded by a new

design (IPv6). IPv6 is a significant re-design of the Interact protocols, bringing with it many

improvements and extensions. This section will briefly touch on aspects of the IPv6 design

that impact the operations of Mobile IP routing. A comparison of how IPv6 performs similar

functions to those of Mobile IPv4 will be made. Note that IPv6 design work is on-going, and

the standards are not yet complete. Reference 30 gives the current draft documentation of

IPv6 Mobile Routing.

Figure 8-i2 below illustrates the IPv6 header. Contrast this to the IPv4 header shown

in Figures 8-5, 8-6, and 8-7. IPv6 omits a number of IPv4 fields, including the "type of

service", header checksum and all fragmentation support (in the IP header). IPv6 has added

the "priority" and "flow label" fields. The IPv6 "priority" field allows the sender to attach a

relative priority to a given packet with respect to other packets sent by that same sender. The -

"flow label" allows IPv6 to attach identifiers to particular packets within the IP stream to-

form a sort of "virtual connection". This labeling allows SpeCial handling to be performed

for a specific "named flow" to support such new IP applications as real-time audio/video.

The "Hop Limif' serves, a similar function to the IPv4 "Time to Live". The ".Next Header" is

used to form a linked list of "extension headers" that carry various IP.v6 options (only when

required). The list of potential IPv6 extension headers includes:

(1) I-I0p-by-Hop Options Header." contains options that must be examined by every router

along the path from the original source to the ultimate destination.

(2) Destination Options Header: contains options that are examined only by the ultimate

destination (and by intermediate destinations explicitly called out in a Routing Header.

(3) Routing Header: performs functions similar to the IPv4 Loose/Su_ict Source and Record

Option.

(4) Fragment Header: used to send a packet larger than the.path MTU (this was always part

of the IPv4 header).

(5) Ip Authentication Header" provides authentication, integrity checking, replay protection,

etc. (well beyond the IPv4 header checksum).

(6) IP Encapsulating Security Payload Header: provides security and authentication for the

entire packet's content.

(7) Upper-Layer Header: forms the transport or application-layerheader (an IPv4 or IPv6
Header in the case of a tunnel.
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Figure 8-12 IPv6 Header Format.

The major change in the IPv6 header is the quadrupling of the Source and Destination

Address lengths - from 32 bits to 128 bits. The address "squeeze" in the current Interact was

one of the motivating f_/ctors in -the design of IPv6. There is little chance of running out of

Internet addresses during the lifetimeof.IPv6. MoreJmportantly, the long addresses :allow

aggregation of many network-prefix routes into a single network-prefix route (with a longer

prefix). Finally,. the longer addresses allow nodes to auto-configure using, simple

mechanisms. IPv6 has reservedspecial addresses to provide compatibility with IPv4 nodes
and to embed the network-layer addresses of various other protocols .... IPv6 also defines

special "local use" addresses. There are three subclasses of IPv6 "unicast" addresses (see
Reference 31 for details):

(1) Link-Local Addresses: used on a single link to support address auto-configuration and

neighbor discovery. They also support communication between hosts when no routers

are present on the link. Packets containing local-link addresses are never forwarded by
routers.

(2) Site:Local Addresses: used by a site (or organization) that is not connected to the global

Intemet. Packets containing.site-local addresses are not forwarded by touters outside the

site (organization) in which the addresses are defined.

(3) Globally-Routable Addresses: used by nodes wishing to communicate with other nodes
outside their own link and/or site. Mobile IPv6 deals primarily with this sort of address.

The virtue of the foreign agent concept in IPv4 Mobile Routing (see section 8.1.3)
was that it provided a care-of address that was shared by many mobile nodes. Specifically,

foreign agents eliminated the need to assign a unique, collocated care-of address to each and
every mobile node. In IPv6, however, the availability of addressingi_s not considered to be a

problem - there are more than 103s possible addresses. The enormous address space of IPv6

allows simple auto-configuration of addresses. This allows a mobile node to quickly and

easily acquire a collocated care-of address on any foreign link. Hence, IPv6 mobile routing
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does away with the "foreign agent" function entirely. All IPv6 care-of addresses are
collocated.

IPv6 provides direct support for optimized (source) muting. Figure 8_13 below

illustrates the concept. The upper part of the figure shows how Mobile IPv4 generates

"triangle routes". A fixed node sends its packets first to the mobile node's home agent from

which they are tunneled to the current foreign agent and then to the mobile node. This

routing may be considerably longer (possibly involvingmany more router "hops") than the

"optimized" route shown in the lower part of the figure. Why didn't Mobile IPv4 allow for

this? The main reason was network security. To provide a direct tunnel to a mobile node,

the fixed node must be informed of the mobile node's current care-of address. (Note that this

is similar to the Registration protocol described in section 8.3 above.) Without strong

authentication procedures that inform a mobile node's correspondent of its care-of address, it

would be simple for a "hacker" to generate a "denial of service" attack. The "hacker" would

only need to send a bogus registration to the mobile node's correspondent to cut off all

communications between the two nodes. The problem is how to distribute security keys

between a mobile node and every other node with which it might want to correspond. In the

absence of an automated distribution mechanism, key handling in IPv4 proved to be
unworkable.

It'should be noted that the IPv4 "triangle route" requires that a message sent to a

mobile node. be transferred through a home-router that is separate from the control of the rest

of the system. The organizations dealing with transmission of data to aircraft (FAA, etc.)

may not wish to "trust" such components that are outside of their control. (Although they are

currently doing this via ARINC's ACARS system.) IPv6 support for source-routing provides

for more-complete control of the message path.
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Figure 8-13 The "Triangle Route" problem.

Mobile IPv6 borrows many of the concepts and terminology of Mobile IPv4, as giveia

in Table 8-1 below. The concepts of home address (see section 8.1.5), home link, care-of

address (see section 8.1.6), and foreign link are similar to those of IPv4. Mobile IPv6 makes

use of tunneling (see section 8.1.4) and source routing to deliver packets to mobile nodes. As
was stated above, Mobile IPv6 does not use the concept of foreign agent.
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TABLE 8-1 Comparison Between Mobile IPv4 and IPv6 Basic Concepts

Mobile IPv4 Concept

Mobile node, home agent, home link,

foreign link

Mobile node's home address

Foreign agent

Equivalent Mobile IPv6 Concept

(samE)

Globally-routable home address and link-
local home address

Foreign agent care-of address

Collocated care-of address "" """

Care-of address obtained via Agent

Discovery, DHCP, or manually

Agent Discovery

Authenticated registration with home agent

Routing to mobile nodes.via tunneling

A "plain" IPv6 router on the foreign link

(foreign agem's do not exist in IPv6)
All care-of addresses are collocated

Care-of address obtained via Stateless

Address Autoconfiguration, DHCP, or

manually

Router Discovery

Authenticated notific_ttion of home agent

and other correspondents ...

Routing to mobile nodes via tunneling and

source routing

Route optimization via separate protocol Integrated support for route optimization

specifications

The operation of Mobile IPv6 can be summarized as follows. (1) A mobile node

determines its current location using the IPv6 version of Router Discovery. (2) The mobile

node acts like any fixed host or router when connected to the home link. If it is connected to

a foreign link, the following steps are performed. (3) The mobile node uses IPv6-defined

address autoeonfiguration to acquire a collocated care-of address on the foreign link. (4) The

mobile node informs its home agent of its care-of address. The mobile node also reports its

care-of address to selected correspondents, assuming it can do so securely. (5)Packe_s sent

by correspondents that are ignorant of the mobile node's care-of address are routed just as

Was done in Mobile IPv4 - namely, they are routed to the mobile node's home network,

where the home agent tunnels them to the care,of address. Packets sent by correspondents

that know the mobile node's care-of address are sent directly to the mobile node using an

IPv6 Routing Header which specifies the mobile node's care-of address as an intermediate

destination. (6) In the reverse direction (mobile node to fixed node), packets sent by a

mobile node are routed directly to their destination using no special mechanisms.

Mobile IPv6 combines a number of various routing functions into the "Neighbor
Discovery" protocol (see Reference 32 for details). Table 8-2 below lists these routing

functions together, with their closest analogs from Mobile IPv4.

Ib
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TABLE 8-2 Mobile IPv6 Neighbor Discovery Functions and IPv4 Analogs

IPv6 Neighbor Discovery

..... Functions

Router Discovery

Prefix Discovery

Parameter Discovery w

Address Autoconfiguration

Address Resolution

.°

Next-Hop Determination

Neighbor Unreachability

Detection

Duplicate Address
Detection

Similar IPv4 Functionality

ICMP Router Discovery

D-HCP or manual

configuration

Manual 'configuration

DHCP

ARP

Routing Table Search

(no standard mechanism)

(no standard mechanism)

Redirect ICMP Redirect

Description

How a node locates routers

on its link

How nodes determine the

network-prefix(es) assigned

to their current link

How nodes learn such

things as the link MTU and
"Time to Live" values

How a node automatically

obtains an IP address for

Iuse on an interface

How a node determines the"

link-layer address of a

neighbor-whose IP address
is known

-How a node chooses a

"Next Hop" for any

_outgoing packets
How a node determines that

a neighbor is no longer

reachable-

How a node determines that

its respective addresscs are

unique
How routers inform nodes

of a better choice for the

"Next Hop" to a destination

8.7 TCP Extensions for Mobility.

The standard TCP implementation assumes that the overwhelming majority of lost iP

packets is due to network congestion. This is a good assumption for the wires and fiber-optic

cables of the fixed Internet, but it may not be avalid assumption for the "wireless" links

connecting mobile nodes. When a standard TCP implementation discovers that a packet has

been lost, it assumes network congestion and dramatically reduces its transmission rate. In a

system whose transmission error rate is riot very small, this Can result in poor system

performance. {Note: the error-correction and other link-layer protocols of VDL-2 serve to

reduce the error-rate.substantially-to a BER of approximately: 10 .9 - but the VDL-2 error rate

is still higher than that of a wire!}
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Similarly, consider the case of a home agent that has tunneled a packet to a mobile

node's care-of address just before the mobile node moves to a new link. By the time that the

tunneled packet arrives at the mobile node's old link, the mobile node is no longer thereto

receive it. Hence, TCP in the original sender will detect a lost packet, assume that there is

network congestion, and reduce its transmission rate. Again, the performance of the system
will suffer.

Several enhancements and extensions to TCP have been proposed to minimize the

impact of mobility on system performance. A goal of these design proposals has been to

limit the extent of software changes to only those systems that require mobility support.

(Note: in the case of VDL-2EP, these are the ADLP and GDLP.)

The most straightforward TCP change is simply to lengthen the TCP timer settings

used to detect lost packets (in the VDL-2/IP ADLP and GDLP). Allowing more time for the

link-layer re-transmissions (in the case of link errors) or the mobility protocol transactions (in

the case of moving nodes) keeps TCP from assuming congestion prematurely,

A mobile node "knows" when it has moved by yirtue of the agent.discovery process

and the re-registration procedure at the new foreign link. A proposed TCP'extension termed

"fast retransmit" (see reference 33) uses this mobility knowledge to keep TCP from assuming

congestion when packets are-lost during movement. Another proposal, termed "connection
Segmentation" (see references 34 and 35), separates the "wireless" TCP "onnection (i.e:

between the VDL-2/IP ADLP and GDLP)from the "conventional" TCP connection in the

existing Internet. The "wireless" connection cain be mort aggressive in treating transmission

errors without causing system congestion. Yet another proposed TCP extension is termed

"selective acknowledgment" (see reference 36). Standard TCP acknowledges receptions in

sequence. Selective acknowledgment allows a node to inform another node of all segments it

has successfully received, even if they are not sequential. This has the potential of

preventing unnecessary retransmissions when a "hole" appears in the data Stream.
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9. Conclusions

This paper has described the proposed design of the VDL-2/IP datalinksystem which

implements a standard Intemet-(IP)interface to the VDL-2 aviation datalink subnetwork.

VDL-2/IP provides an architecture based on industry-standard techniques that will allow any
combination of the following aviation (and non-aviation) datalink protocols to be transported
as data over the VDL-2 subnetwork:

(1) ACARS

(2) ATN (ISO 8208)

(3) AOA

(4) FIS-B (Unnumbered InformationFrames)

(5) Internet (IPv4, IPv6)

Any given VDL-2/IP implementation may "pick and choose" from among those protocols

that it will support. (Note: the VDL CMU design may also contain support for SATCOM.)

VDL-2/IP meets the goal of simplicity and provides for a straightforward, standardized

implementation of a DLP. VDL-2FIP applications co-exist transparently with the ATN.-

VDL-2FIP imposes a minimal link-overhead. VDL-2FIP allows the benefits of Internet

infrastructure support for aviation applications. VDL-2/IP appears to provide the maximum

ifl aviation datalink flexibility with a minimum of effort and expense.

Note: this paper has identified several technical details that would need to be

completely specified before-a final VDL-2/IP DLP could be built. As described in section

7.4 above, a VDL-2FIP special encoding for the "Unnumbered Information" frame AVLC

Link Control field "furxctfon bits" might need to be assigned. Alternatively, the option of

using "Numbered Information" AVLC frames with default sequence numbering for VDL-

2/IP might be used instead. As was-stated in section 7.4 above, this option enables the

operation of the VDL-2 link-layer error-detection and retransmission protocols - resulting in

a more-robust link. A special VDL-2/IP ARP Network Type encoding might need to be

assigned (see section 7.6 above). Experimental VDL-2FIP systems could be built and tested

by "sharing" the existing encodings (as described in section 7 above). The selection of an

encoding for VDL-2FIP link layer broadcast addressing requires the final definition of the

VDL-2/IP infrastructure-(see section 7.3 above). The simple choice of "all g.round stations"

could be used for testing. The TCP transport timers might need to be modified for VDL-2flP

to account for the end-to-end delays and transmission errors inherent in the VDL-2/IP link

(see section 8.6 above). If the delays get too long (or if the error rate gets too high), TCP will

not get its acknowledg,_ments in time and will re-transmit. This could result in unacceptable

link performance. _,: tern simulation and testing will be required to determine the

appropriate timer settirgs for TCP in this application.

57





A/G:
AAC:
ACARS:
ADLP:
AEEC:
AM-MSK:
AOA:
AOC:
AOPA:
APC:
ARINC:
ARP:
ATC: -
ATN:
ATS:
AVLC:

BER:

C/R:
CLNP:
CMU:
COTS:
CRC:
CSC:
CSMA:

D8PSK:

DCE:

DHCP:

DLP:

DTE:

EPI:

FCS:

FEC:

FIS:

FIS-B:

GA:

GDLP:

GRE:

Acronyms

Air/Ground bit (AVLC)

Airline Administrative Control

Airline Communications and Reporting System
Airborne Data Link Processor

Airlines Electronic Engineering Committee

Amplitude Modulation - Minimum Shift Keying
ACARS over AVLC

Aeronautical Operational Control

Aircraft Owners and Pilots Association

Airline Passenger Communications

Aeronautical Radio INCorporated
Address Resolution Protocol

Air Traffic Control m

Aeronautical Telecommunications Network

Air Traffic Services

Aviation VHF Link Control

Bit Error Rate.-

Command/Response bit (AVI_.C)

Connectionless Network Protocol (ATN-OSI)

Communications Management Unit
Commercial Off-The-Shelf

Cyclic Redundancy Check

Common Signaling Channel

Carrier-Sense Multiple Access

Differential 8-Phase Shift Keying

Data Communications Equipment (ISO 8208)

Dynamic Host. Configuration Protocol
Data Link ProceSsor

Data Terminating Equipment(ISO 8208)

Extended Protocol Identifier

Frame Check Sequence
Forward Error Correction

Flight Information Service
FIS via Broadcast

General Aviation

Ground Data Link Processor

Generic Routing Encapsulation
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GSIF:

HDLC:

HF:

ICAO:

ICMP:

IETF:

12:

12I:

IPv4;

IPv6:

ISO:

LME:

MAC:

MASPS:

MD5:

MIB:

MOPS:

MTU:

OSI:

P/F:

PPP:

RARP:

RF:

RFC:

RTCA:

SARPS:

SATCOM:

SC:

SITA:

SLIP:

TCP:

UDP:

UHF:

VDL:

VDL,2:

Ground Station Information Frame

High-level Data Link Control -

High Frequency

International Civil Aviation Organization

Interact Control Message Protocol

Interact Engineering Task Force
Interact Protocol

Initial Protocol Identifier

IP version 4

IP version 6

International Organization for Standards

Link Management Entity

Media Access Control

Minimum Aviation System Performance Standard (RTCA)

Message Digest algorithm 5

Management Information Base

Minimum Operational Performance Standard (RTCA)

Maximum Transfer-Unit

Open Systems Interconnection

Poll/Final bit(AVLC)

Point-to-Point Protocol

Reverse Address Resc,lution Protocol

Radio Frequency

Request For Cornment (IETF)

Requirements and 'technical Concepts for Aviation

Standards And Recommended Practices (ICAO)
SATellite COMmunications

Special Committee (RTCA)

State-of-the-art Information Technologies in Aviation
Serial Line PrOtocol

Transmission Control Protocol

User Datagram Protocol

Ultra High Frequency

V-HF Data Link

VHF Data Link Mode 2

¢
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VDL-2/IP:
VDL-3_--
VDR:
VHF:
VME:

XID:

VDL-2 haternetProtocol
VHF DataLink Mode3
VHF DataRadio
Very High Frequency
VDL ManagementEntity

eXchangeIdentity (AVLC)
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